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Steven Pinker (2003)

“In literary criticism and analysis, probably 40 or 
50 years ago, literary critics were a kind of 

cultural hero. Now they’re kind of a national joke.”





The Hype of Deep Learning



Neural Networks



“Deep” Learning?

Stack ‘hidden’ layers between input and output layer



Computer Vision 
Importance of layers



Analogies human brain

e.g. [Cahieu et al. 2014]





The field

• Almost dead in 90s… 

• Now massive growth 

• Academia and industry 

• Insane economic 
potential



• Three influential tenors 

• Advocates of open data, open science, open software 

• Indirect European impact via Enlightenment ideas?

UK FR FR



French 
Enlightenment 

Ideas



Fundamental idea that the accessibility of 
open data to any citizen is crucial to 

progress through participation. Anyone 
should be able to participate. 

Active engagement and participation as key 
terms. 





Labeled data
• Importance of labeled data 

• Supervised learning 

• Y = target (cf. YSL!) 

• E.g. ImageNet (competition): 

• ~1,000 per “concept” 

• hand-labeled 

• Expensive, difficult to sustain



Autoencoder
• Need for unsupervised learning 

• “Diabolo” principle 

• Have network reconstruct data 

• Learn “lossy” compression 

• Limited capacity enforces 
generalisation 

• Importance: unsupervised (“free” 
like in “free beer”)

http://www.inference.vc/stereovision-autoencoder/



“Cat Paper” [Quoc et al. 2012]

10 Million 200x200 images 
from YouTube (1 week) 

Visualize what individual neurons 
“see”



Sampling
• Learn what typical data looks 

like (cf. cats) 

• Through sampling from the 
bottleneck layer 

• Variational Autoencoding 

• Create “new” images… 

• Generate “synthetic” data



http://
blog.fastforwardlabs.com/

2016/08/22/under-the-
hood-of-the-variational-

autoencoder-in.html

Synthetic 
digits 

(MNIST)



Encourage network to generate data 
that looks and feel “real”, genuine?

https://medium.com/@devnag/generative-adversarial-networks-gans-in-50-lines-of-code-pytorch-e81b79659e3f

“Generative Adversarial 
Nets” (2014), Goodfellow et al.



https://medium.com/@devnag/generative-adversarial-networks-gans-in-50-lines-of-code-pytorch-e81b79659e3f

Two competing networks



Radford et al. (2015): https://arxiv.org/abs/1511.06434



Karras et al. [2017]



That’s really cool! 
But… 

What should we do with these models? 
How should we evaluate this? 

“Do not ask what GANs can do for you, 
ask what you can do for GANs” [?]



“What I cannot create, I do not understand.” 
[R. Feynman]



Can I claim to understand literature, 
if I am unable to generate it? 

Idea of generative models is gaining traction elsewhere but what about 
literature?



GANs don't work (yet?) for text…



Text Generation
• Language model 

• Predict next letter, on the 
basis of previous 256 letters 

• Recurrent neural network 

• Long-Short Term Memory 
(LSTM) 

• Capture long-range 
dependencies

[http://karpathy.github.io/2015/05/21/rnn-effectiveness/]

“The Unreasonable Effectiveness of 
Recurrent Neural Networks”



PANDARUS: 
Alas, I think he shall be come approached and the day 
When little srain would be attain'd into being never fed, 

And who is but a chain and subjects of his death, 
I should not sleep. 

Second Senator: 
They are away this miseries, produced upon my soul, 
Breaking and strongly should be buried, when I perish 

The earth and thoughts of many states. 

DUKE VINCENTIO: 
Well, your wit is in the care of side and that. 

Second Lord: 
They would be ruled after this chamber, and 

my fair nues begun out of the fact, to be conveyed, 
Whose noble souls I'll have the heart of the wars. 

Clown: 
Come, sir, I will make did behold your worship. 

VIOLA: 
I'll drink it. 





http://karpathy.github.io/2015/05/21/rnn-effectiveness/



One example application of 
generative models: work with

Folgert Karsdorp Enrique Manjavacas Ben Burtenshaw



CPNB
• Collective for the Promotion of 

the Dutch Book (CPNB) 

• Dutch Book Week 

• The theme of robots, based 
on the novel “I, Robot” by 
Isaac Asimov (in translation) 

• Asked us to make a robot 
write an entire novel…



Ronald Giphart 
Co-create 10th story to Ik, Robot



Method
• Train Recurrent Neural Net on 

• 4,392 novels by 1,600 authors 

• Literary “autocompletion” (Roemmele 
2015) 

• Different “voices”: mixing e.g. Kristien 
Hemmerechts with Asimov 

• Co-creative system



Example output for different temperatures



AsiBot Interface



Genetic edition/analysis 
(ongoing)

• With Dirk van Hulle, Wouter Haverals and 
Vincent Neyt (UA) 

• Turn into a “genetic story” 

• Effect of editorial revisions 

• Tenses changed in one go 

• Use of model (gets more “boring”) 

• Interaction with different “voices” 

• Authorship attribution

Number of edits per minute



Evaluation?
• Hard to evaluate using numbers: is predictable 

good? 

• Output is linguistically “perfect” (long-term memory) 

• Semantics are hard to keep in check over longer 
sequences (+256 characters): very local 
consciousness 

• Longer narratives remain elusive: mainly useful as a 
source of inspiration (serendipity)



Writing competition 
With Algemeen Dagblad (NL)





By Lauren Fonteyn



Conclusion
AI’s like AsiBot offer tools that we don’t know how to use yet. The 

electric guitar was there before Jimi Hendrickx but he’s was 
among the first to realise its potential.
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